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Abstract
InKS is a new programming model being designed at the “Maison de la Simulation”. Dynamico is a code

intended to model earth and planetary atmospheres by solving the equations of compressible fluid motion
subject to the gravity and Coriolis forces. The Ph.D. proposed here aims to to apply the InKS model to express
parts of the Dynamico code critical in term of parallel performance. In this context, you will most likely have
to improve InKS so as to take into account the constraints that appear when using it in a real code. This new
approach should enable to solve limitations of the Dynamico code by improving its readability, by optimizing
it for various target architectures and by easing the choice between various versions of the physical equations
implemented.
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Context
The Maison de la Simulation (MdlS) is a joint laboratory between CEA, Inria, CNRS, the Universities of

Versailles Saint-Quentin and Paris-Sud located on the Saclay Plateau near Paris. The lab hosts research activities
in high performance computing (HPC ) science, applied mathematics and engineering connected to scientific
simulation codes for application domains. Especially, research related to programming models is developed at
MdlS.

Laboratoire de Météorologie Dynamique(LMD) is a joint laboratory between CNRS, École Polytech-
nique, École Normale Supérieure and Université Pierre et Marie Curie. Il hosts research activity on climat and
atmospheric dynamics, leaning on theory, observation and numerical modelling. In collaboration with the La-
boratoire des Sciences du Climat et de l’Environnement (LSCE) within Institut Pierre Simon Laplace (IPSL),
it especially develops research work on high-performance modelling of atmospheric dynamics.

InKS (INdependant Kernel Scheduling) is a programming model being designed at MdS with the aim of
decoupling the functional specification of HPC codes from their optimization. InKS can be regarded as a domain-
specific language (DSL) targeting purely computational scientific simulation applications, whose result is entirely
determined by a set of input values. The computations to be performed can the be described in terms of a task
graph within which data flows as in a Makefile, typically by applying the same computation on many elements
of an array. A InKS program consists therefore in a set of data carried by meshes and in computational kernels
computing one or several values of these arrays according to specified dependencies. Automatic execution of such
a program is possible, but in order to extract reasonable performance it is necessary to specify additionnally :
1) the order in which to execute the computations and possibly their distribution among computing cores as
well as 2) the memory allocation of data as a function of time and possibly their distribution among computing
nodes.

Dynamico[16] is a global dynamical core aimed at modelling terrestrial and planetary atmospheres. Dyna-
mico solves the equations of motion of a compressible fluid subject to gravity and Coriolis forces. For realistic
applications it is complemented by a set of so-called physical parameterizations describing the statistical e�ect
of small-scale processes such as convection and matter-radiation interaction. The degree of parallelism of the
full model is essentially limited by that of the dynamical core, physical parameterizations being embarassingly
parallel since they do not couple neighboring atmospheric columns. Dynamico is formulated on a quasi-uniform
spherical mesh and reaches a high degree of MPI/OpenMP parallelism. It is written in FORTRAN 90 following
a computational structure and a memory layout designed for simplicity and e�ciency on scalar architectures.
Physical and computational aspects being tightly intricated in the code, exploiting e�ciently emerging compu-
tational architectures (GPU, Intel Xeon Phi) while continuing to add new physical functionalities is a challenge.

Goals
During the PhD, you will apply the InKS programming model to express certain performance-critical parts

of Dynamico. You will possibly introduce evolutions of InKS in order to take into account the constraints of a
production code. This new approach should allow to overcome some limitations of Dynamico by improving its
readability, optimizing it for various target machines and by facilitating the switch between several versions of
the physical equations to be solved.

In the longer run you can aim at covering all the performance-critical parts of Dynamico. You should then
encounter elements of the code that fit less well in the InKS framework. You will then determine how to take
into account these aspects. A direction could be to use the PDI[10] library which provides a way to interface
with third-party libraries.

Another current limitation of InKS that you could relax is that this model is limited to very regular codes,
in terms of mesh as well as time iteration. Supporting unstructured meshes within InKS would provide a
particularly useful extension of Dynamico to such meshes.

If time allows, it will be possible to continue the work in various directions, such as :
— formalisation and implementation of a language dedicated to the programming model,
— exploration of a wide array of tools for optimisation,
— analysis of the validity of the manually-specified scheduling.

Work related to InKS
InKS is a new programming model, but many of its underlying ideas are already present in existing models.
The idea to describe operations and their dependencies in a dedicated language in order to schedule them is

at the heart of the concept of Makefile [2], a similar idea is found in the IRP programming method implemented
in IRPF90 [23]. In a HPC framework, various models allow to define tasks within a code and automatically



schedule them, as with OpenMP 4 [22], Cilk++ [20], StarPU [8], XKAAPI [18], PaRSEC [12] or Legion [9] for
instance.

The approcah consisting in decoupling the description of computing kernels from the iteration space to which
they should be applied is found in many languages and libraries among which Cuda [4], Nabla [13], Kokkos [17] or
Raja [1] for instance. This approach is particularly present in the category of codes called ‘Stencil’ “Stencil” [6] for
which some languages propose to optimize a specific kernel, e.g. PATUS [14], Pochoir [24], OP2 [19] or Liszt [15] ;
more recent work aims at optimizing a full application, e.g. MSL [11]. Finally the category of languages with
partitioned global address space [3] (PGAS) allow an distributed across several nodes to be considered as a
single array ; it is the case among others of Co-array Fortran [21] and unified parallel C (UPC) [7].

Describing computations as acting on logical data possessing a well-defined value rather than variables repre-
senting memory space whose content and semantics may vary as the computation proceeds is to be related to
the notion of static single assignment [5] (SSA) or dynamic single assignment [25] (DSA).

Finally, one may mention BOAST [26], a tool allowing to vary the optimizations applied to a computing kernel
according to various parameters, especially the target machine.
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